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Figure 6. Comparison of the observed lensing magnification to
predictions from lens models. The vertical blue line shows the
constraints from SN HFF14Tom derived in Section 6 using the
MLCS2k2 fitter, with a shaded region marking the total uncer-
tainty. Markers with horizontal error bars show the median mag-
nification and 68% confidence region from each of the 17 lensing
models. Circles indicate models that use only strong-lensing con-
straints, while diamonds denote those that also incorporate weak-
lensing measurements. Models using a “free-form” approach are
shown as open markers, while those in the “parametric” family
are given filled markers. The top half, with points in black, shows
the nine models that were constructed using only data available
before the start of the Frontier Fields observations. The lower
eight models in green used additional input constraints, includ-
ing new multiply imaged systems and redshifts. The final four
points, with square orange outlines, are the “unblind” models that
were generated after the magnification of the SN was known. The
black dashed line marks the unweighted mean for all 17 models, at
µ = 2.6.

2744 models. This is a merging cluster with a complex
mass distribution, and the SN is located outside of the
strong-lensing region where the models are most tightly
constrained.

However, beyond this first-order agreement, there is
a small systematic bias apparent. All but two of the
lens models return median magnifications that are higher
than the observed value, and six of the models are dis-
crepant by more than 1.5�. These six discrepant models
are all biased to higher magnifications. They are found in
both the pre-HFF and post-HFF models, in the paramet-
ric and free-form families, and among the strong-lensing-

only and the strong+weak subsets. It is important to
emphasize that SN HFF14Tom only samples a single line
of sight through the cluster, and this bias to higher mag-
nifications is minor. Nevertheless, a systematic shift of
this nature is surprising, given the wide range of mod-
eling strategies, input data, and physical assumptions
represented by this set of models. In the following sub-
sections we examine possible explanations for this small
but nearly universal bias. We first consider whether a
misinterpretation of the data on the SN itself can account
for the observed systematic bias, and then examine the
lens models.

7.1. Possible Errors in Supernova Analysis

7.1.1. Redshift Error

If the redshift of the SN derived in Section 4 were in-
correct, then one would derive a di↵erent value for the
magnification, both from the SN measurement and the
lens model predictions. Conceivably, this could resolve
the tension between the measurement and the models.
It is often the case in SN surveys that redshifts are as-
signed based on a host galaxy association, typically in-
ferred from the projected separation between the SN and
nearby galaxies. In this case the redshift is strongly sup-
ported by evidence from the SN itself: we find a con-
sistent redshift from both the SN spectrum (Section 4.2)
and the light curve Section 5, which are both within 1� of
the spectroscopic redshift for the nearest detected galaxy:
z = 1.3457. This appears to be a solid and self-consistent
picture, so the evidence strongly disfavors any redshift
that is significantly di↵erent from z = 1.35.

We have adopted the most precise redshift of z =
1.3457 from the host galaxy as our baseline for the mag-
nification comparison. If instead we adopt the spectro-
scopic redshift from the SN itself (z = 1.31; Section 4.2)
then we find no significant change in the inferred magni-
fications or in the suggestion of a small systematic bias.

7.1.2. Foreground Dust and SN Color

All SN sight-lines must intersect some amount of fore-
ground dust from the immediate circumstellar environ-
ment, the host galaxy, and the intergalactic medium
(IGM). In the case of SN HFF14Tom one might posit
some dust extinction from the intra-cluster medium
(ICM) of Abell 2744, although measurements of rich clus-
ters suggest that the ICM has only a negligible dust con-
tent (Maoz 1995; Stickel et al. 2002; Bai et al. 2007).
When fitting the HFF14Tom light curve we account for
dust by including corrections that modify the inferred lu-
minosity distance based on the SN color. If after applying
these dust corrections we were still underestimating the
e↵ect of dust along this sight-line, then the SN would
appear dimmer than it really is, the inferred distance
modulus would be higher, and the measured magnifica-
tion would be biased to an artifically low value. Thus, an
underestimation of dust would be in the right direction
to match discrepancy we observe.

In Section 6.1 we found that SN HFF14Tom is on
the blue end of the normal range of Type Ia SN colors.
With the SALT2 fitter we measured a color parameter
c = �0.127 ± 0.025, and with MLCS2k2 we found the
host galaxy dust extinction to be AV = 0.011 ± 0.025
magnitudes. These colors are tightly constrained, as we

Rodney et al. 2015
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Fig. 4.— The number of SNe detected above a redshift z by a single 35 arcsec lens (left) and a 55 arcsec lens (right) in CLASH and by
JWST.

low and the lensing volumes with the µ needed to reveal
the SNe are so small. An alternate approach might be to
exploit the strong lensing of events everywhere on the sky
at some redshift by all the structures below that redshift
in future wide-field surveys. Far greater volumes at high
redshifts could be lensed in this manner than by galaxy
clusters, albeit at lower average magnifications, and com-
pensate for the low SFRs at z & 15. This approach would
be ideally suited to future all-sky campaigns by WFIRST
and WISH. It is not yet known if the lower peak µ in all-
sky lensing, which are due to the smaller masses of lenses
at high z, will be su�cient to boost flux from ancient SNe
above the detection thresholds of these missions. Calcu-
lations are now underway to determine if strong lensing

in all-sky surveys will open yet another window on the
primordial universe.
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Figure 11. The cosmic star formation rate (CSFR) as a function
of redshift. Points show the compilation of recent CSFR measure-
ments from (Behroozi et al. 2013), adopting from those authors
the corrections for dust attenuation and more realistic systematic
errors. The solid line shows the best-fit double-power law model
from (Behroozi et al. 2013), and the shaded region demarcates the
1-� systematic uncertainties.

e�ciency and prompt Ia fraction.
To convert from this DTD model into a prediction for

SN Ia rates, we convolve this DTD with a parameter-
ized representation of the cosmic star formation history,
giving us a prediction for the observable SNR(z). For
this exercise we use the recent compilation of measure-
ments of the cosmic star formation rate (CSFR(z)) from
Behroozi et al. (2013), shown in Figure 11. The precise
shape of the CSFR curve at z > 2 is still a matter of
debate, but for our purposes here we take the Behroozi
et al. curve and associated systematic uncertainties to
be representative of the current state of the art (but see
Graur et al. 2013, for further evaluation of SFH varia-
tion).

The construction of our bifurcated DTD model is rem-
iniscent of the two-component “A+B” model (Mannucci
et al. 2005; Scannapieco & Bildsten 2005), but it has
closer ties to recent theoretical predictions from binary
population synthesis models. For example, Ruiter et al.
(2013) found that a “violent merger” DD model predicts
a t�1 power law shape for long delay SN, but also includes
a very prompt component that arises from a distinct sub-
set of binary systems. A separate prompt channel for
SN Ia explosions could also arise from a single degener-
ate pathway with a Helium star donor (Wang et al. 2009;
Claeys et al. 2014).

8.4. DTD model fitting results

To find the most likely values for our two parameters
⌘
Ia

and fP , we use three SN Ia rate data sets. First
we define the “All” data set, utilizing all available (non-
redundant) volumetric rate measurements from the lit-
erature (see Graur et al. 2013, for a compilation table).
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Figure 12. Constraints on the DTD normalization factor and
the fraction of SN Ia that are prompt explosions. Contours show
the 68% and 95% confidence regions for the baseline assumptions
(mid-dust, mid-rates) in the ⌘

Ia

vs. f
P

parameter space. The back-
ground color map indicates the time-integrated SN Ia e�ciency,
N

Ia

/M⇤, for each point in that parameter space. Dashed contours
show the confidence regions derived from only HST data, reaching
to z ⇠ 2.5. Solid contours are from the collection of all ground-
based SN surveys, dominated by measurements at z < 1.

Secondly, our “Ground” sub-sample picks out the 13 in-
dependent rate measurements from ground-based sur-
veys. Finally, our “HST” sample isolates the 4 HST
surveys (which are highlighted in Figure 9).32

The first three columns of Table 6 summarize the max-
imum likelihood values for our DTD parameters ⌘

Ia

and
fP , when fitting to each of these sub-samples. When
using all of the available SN Ia survey data, we find

⌘
Ia

=
⇣
1.98±

stat

0.31
0.26

±
sys

0.65

0.56

⌘
⇥ 10�4 SN Ia yr�1 M�

�1 and

fP=0.48 ±
stat

0.08
0.09

±
sys
0.04
0.13. This is a statistically acceptable

fit, with a reduced �2 of 0.9 (p-value=0.67).
Fitting to the ground-based data alone, we find very

similar best-fit parameters, with the prompt SN Ia frac-
tion inching up to fP=0.52 and the e�ciency remaining
at ⌘

Ia

⇠ 2. When we isolate the HST surveys, we get
much larger uncertainties, but perhaps also a subtle hint
at tension between the ground- and HST-based results:
from the HST sample we get fP=0.05 ±

stat

0.38
0.05

±
sys
0.16
0.05. The

di↵erence in these best-fit parameters reflects a (very)
mild disagreement between the ground-based, primarily
low-z rate measurements and the high-z constraints from
HST.

The source of this deviation is easily seen in Figure 10,
where we plot two SNR(z) curves derived from the bifur-
cated DTD model. The (magenta) solid line shows the
best fit to the ground based data alone, with fP=0.5.
The (teal) dashed line sets the prompt fraction to 5%,

32 Note that when fitting the DTD model to the data, we use the
individual rates measurements separately. The weighted average
points plotted in Figure 10 are for illustration only.
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2x F160W/F814W science frames or 
>1 drizzle level frame across all filters with:

Counts > σcounts

1
4

<
PeakCount
TotalCount

<
3
4

|Exp1Count − Exp2Count | < 2σExp1Count
(Red filter only)

36 Candidates in Abell 370, 60 in MACS 0717
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S U M M A R Y

We can use the BUFFALO fields to search for supernovae 

Utilising a semi-automated method for candidate finding, we 
find preliminary results of 0 SN in Abell 370 and 0 SN in 
MACS 0717 after visual inspection of candidates 

We recover 78% of injected SNe in the target fields down to 
our limiting peak count rate 0.15 count/s                          and 
60% of injected SNe down to 0.025 count/s  

(mVega ≃ 25.6)
(mVega ≃ 27.5)


